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Main Results

Lower Bounds

• Tree-Adversary: Force learner to incur Swap Regret  for ≥ ϵ T = O(1) ⋅ min {exp(ϵ−1/6),
N

poly log(N) ⋅ ϵ2 }
• Oblivious

• Point functions: Littlestone Dimension 1

• Slide-Adversary: Force learner to incur Swap Regret  for ≥ ϵ T = exp(O(1) ⋅ ϵ−1/3)
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