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Question: can we improve for large $N$ ?
YES [DDaG23]
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| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(2)}=\operatorname{Softmax}\left(\eta U^{(1)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(3)}=\operatorname{Softmax}\left(\eta U^{(2)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ | $x^{(4)}=\operatorname{Softmax}\left(\eta U^{(3)}\right)$ |
|  |  |

## External Regret

Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity)

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(2)}=\operatorname{Softmax}\left(\eta U^{(1)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(3)}=\operatorname{Softmax}\left(\eta U^{(2)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ | $x^{(4)}=\operatorname{Softmax}\left(\eta U^{(3)}\right)$ |
| $U^{(3)}+u^{(4)}=U^{(4)}$ |  |

## External Regret

Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity)

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(2)}=\operatorname{Softmax}\left(\eta U^{(1)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(3)}=\operatorname{Softmax}\left(\eta U^{(2)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ | $x^{(4)}=\operatorname{Softmax}\left(\eta U^{(3)}\right)$ |
| $U^{(3)}+u^{(4)}=U^{(4)}$ | $x^{(5)}=\operatorname{Softmax}\left(\eta U^{(4)}\right)$ |

## External Regret

Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity)

| Rewards | Actions |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity)

| Rewards | Actions |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards | Actions |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards |  |
| :---: | :---: |
| $U^{(0)}$ | Actions |
|  |  |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
|  |  |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards |  |
| :---: | :---: |
| $U^{(0)}$ | Actions |
| $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |  |
| $U^{(0)}+u^{(1)}=U^{(1)}$ |  |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards |  |
| :---: | :---: |
| $U^{(0)}$ | Actions |
| $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |  |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
|  |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards |  |
| :---: | :---: |
| $U^{(0)}$ | Actions |
| $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |  |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ |  |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards |  |
| :---: | :---: |
| $U^{(0)}$ | Actions |
| $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |  |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
|  |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ |  |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
|  |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(3)}+u^{(4)}=U^{(4)}$ |  |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

| Rewards | Actions |
| :---: | :---: |
| $U^{(0)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(0)}+u^{(1)}=U^{(1)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(1)}+u^{(2)}=U^{(2)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(2)}+u^{(3)}=U^{(3)}$ | $x^{(1)}=\operatorname{Softmax}\left(\eta U^{(0)}\right)$ |
| $U^{(3)}+u^{(4)}=U^{(4)}$ | $x^{(5)}=\operatorname{Softmax}\left(\eta U^{(4)}\right)$ |

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds
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Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds


## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{aligned}
& 0 \\
& \begin{array}{|ll|l|l|l|l}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & T=B M \\
\hline
\end{array} \\
& U^{(0)} \quad U^{(B)}
\end{aligned}
$$

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
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& 0 \\
& \begin{array}{|ll|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & T=B M \\
\hline
\end{array} \\
& U^{(0)} \quad U^{(B)}
\end{aligned}
$$

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds
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\begin{aligned}
& 0 \\
& \begin{array}{|ll|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} \mid x^{(3 B)} x^{(3 B)} x^{(3 B)} & T=B M \\
\hline
\end{array} \\
& \begin{array}{l}
U^{(0)} \quad U^{(B)}
\end{array}
\end{aligned}
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## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds
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\begin{aligned}
& 0 \\
& \begin{array}{|ll|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} \mid x^{(3 B)} x^{(3 B)} x^{(3 B)} & \cdots \\
\hline
\end{array} \\
& \begin{array}{l}
U^{(0)} \quad U^{(B)}
\end{array}
\end{aligned}
$$

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{aligned}
& 0 \\
& \begin{array}{|ll|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} x^{(3 B)} x^{(3 B)} x^{(3 B)} & \cdots \\
\hline
\end{array} \\
& \begin{array}{l}
U^{(0)} \quad U^{(B)}
\end{array}
\end{aligned}
$$

MWU: $\epsilon$-external-regret for $T=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)$

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{aligned}
& 0 \\
& \begin{array}{ll}
\begin{array}{|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} \mid x^{(3 B)} x^{(3 B)} x^{(3 B)} & \cdots \\
U^{(0)} & U^{(B)} & U^{(2 B)} & B M \\
\text { MWU: } \epsilon \text {-external-regret for } T=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
\end{array} \\
\text { Lazy MWU: } \epsilon \text {-external-regret for } M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
\end{array}
\end{aligned}
$$

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{aligned}
& 0 \\
& \begin{array}{|l|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & x^{(3 B)} x^{(3 B)} x^{(3 B)} & \cdots \\
U^{(0)} & U^{(2 B)} & U^{(3 B)} \\
\hline
\end{array} \\
& \text { MWU: } \epsilon \text {-external-regret for } T=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
\end{aligned}
$$

## Why?

## External Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{aligned}
& 0 \\
& \begin{array}{|l|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & x^{(3 B)} x^{(3 B)} x^{(3 B)} & \cdots \\
U^{(0)} & U^{(2 B)} & U^{(3 B)} \\
\hline
\end{array} \\
& \text { MWU: } \epsilon \text {-external-regret for } T=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
\end{aligned}
$$

## Why?

## Fewer Actions

## Swap Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{array}{|l|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & x^{(3 B)} x^{(3 B)} x^{(3 B)} & \ldots \\
\hline
\end{array}
$$

## Swap Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{array}{|l|l|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & x^{(3 B)} x^{(3 B)} x^{(3 B)} & \ldots \\
\hline
\end{array}
$$

$\phi \downarrow$

## Swap Regret

Lazy Multiplicative Weight Updates: Look at the history, do the best thing (with some regularity) every few rounds

$$
\begin{array}{|ll|ll|l|l|l|}
\hline x^{(0)} x^{(0)} x^{(0)} & x^{(B)} x^{(B)} x^{(B)} & x^{(2 B)} x^{(2 B)} x^{(2 B)} & x^{(3 B)} x^{(3 B)} x^{(3 B)} & \ldots \\
\hline
\end{array}
$$



$$
\begin{array}{|l|l|l|l|l|}
\hline s^{(0)} s^{(0)} s^{(0)} & s^{(B)} s^{(B)} s^{(B)} & s^{(2 B)} s^{(2 B)} s^{(2 B)} & s^{(3 B)} s^{(3 B)} s^{(3 B)} & \ldots \\
\hline
\end{array}
$$

Tree-Swap

Tree-Swap

$$
T=M^{d}
$$

## Tree-Swap

$$
T=M^{d}
$$



## Tree-Swap

$$
T=M^{d}
$$



## Tree-Swap

$$
T=M^{d}
$$


$M$ Lazy-MWU instances: $\left[0, M^{d-1}\right],\left[M^{d-1}, 2 M^{d-1}\right], \cdots$ $\square$
$M^{2}$ Lazy-MWU instances: $\left[0, M^{d-2}\right],\left[M^{d-2}, 2 M^{d-2}\right], \cdots$ $\square$

## Tree-Swap

$$
T=M^{d}
$$


$M$ Lazy-MWU instances: $\left[0, M^{d-1}\right],\left[M^{d-1}, 2 M^{d-1}\right], \cdots$ $\square$
$M^{2}$ Lazy-MWU instances: $\left[0, M^{d-2}\right],\left[M^{d-2}, 2 M^{d-2}\right], \cdots$

:
$M^{d-1}$ Lazy-MWU instances: $[0, M],[M, 2 M], \ldots$


## Tree-Swap
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## Tree-Swap Swap Regret

## Tree-Swap Swap Regret
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## Tree-Swap Swap Regret


$\square$
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## Tree-Swap Swap Regret



| $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


:
 :

## Tree-Swap Swap Regret



| $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Swap Regret $\leq$ Swap Reward - Reward

## Tree-Swap Swap Regret



| $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Swap Regret $\leq$ Swap Reward - Reward
$=\frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right)$
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$=\frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right)$
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## Tree-Swap Swap Regret



For $M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)$
External Regret(Lazy MWU) $\leq \epsilon$
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## Tree-Swap Swap Regret



For $M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)$
External Regret(Lazy MWU) $\leq \epsilon$

Swap Regret = Swap Reward - Reward
$=\frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right)$
$=\frac{1}{d}\left(S_{1}-R_{2}+S_{2}-R_{3}+S_{3}-R_{4}+\cdots\right)$
$\leq$ average of external regret of row 2 Lazy-MWU $\leq \epsilon$
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External Regret(Lazy MWU) $\leq \epsilon$

Swap Regret = Swap Reward - Reward
$=\frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right)$
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For $M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)$
External Regret(Lazy MWU) $\leq \epsilon$

Swap Regret = Swap Reward - Reward
$=\frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right)$
$\left.=\frac{1}{d}\left(S_{1}-R_{2}+S_{2}-R_{2}\right)+S_{3}-R_{4}+\cdots\right)$
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$$
\text { For } M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
$$

External Regret(Lazy MWU) $\leq \epsilon$

Swap Regret = Swap Reward - Reward

$$
\begin{aligned}
= & \frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right) \\
& =\frac{1}{d}\left(S_{1}-R_{2}+S_{2}-R_{3}+S_{3}-R_{4}+\cdots\right) \\
& \leq \frac{1}{d}\left(\epsilon+\epsilon+\cdots S_{d}\right)
\end{aligned}
$$

## Tree-Swap Swap Regret



$$
\text { For } M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
$$

External Regret(Lazy MWU) $\leq \epsilon$

Swap Regret = Swap Reward - Reward

$$
\begin{aligned}
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\end{aligned}
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## Tree-Swap Swap Regret



$$
\text { For } M=\Omega\left(\frac{\log N}{\epsilon^{2}}\right)
$$

External Regret(Lazy MWU) $\leq \epsilon$

For $d \geq \frac{1}{\epsilon}$
Swap Regret = Swap Reward - Reward

$$
\begin{aligned}
= & \frac{1}{d}\left(S_{1}+S_{2}+\cdots+S_{d}-R_{1}+R_{2}+\cdots+R_{d}\right) \\
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$$

For $T=M^{d}=\left(\frac{\log N}{\epsilon^{2}}\right)^{\Omega(1 / \epsilon)}$
Swap Regret(Tree-Swap) $\leq \epsilon$

# Thanks for listening! 

Questions? maxfish@mit.edu

## Intuition? maxkfish.com
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